
1 Weighted Least Squares (WLS)

Intro:

Heteroscedasticity: can be eliminated
by applying weighted LS.

For a model with non-constant variance of
the error term:

𝒚 = 𝑋𝜷 + 𝜺, 𝔻[𝜀(𝒙)] = 𝑦(𝒙)2 ⋅ 𝜎2

To apply WLS, the weights must have a
negative square unit:

𝑤(𝒙) = 1
𝑦(𝒙)2

This leads to the transformations:
𝒚′ = 𝒚√

𝑤
, 𝒙′ = 𝒙√

𝑤
, 𝜺′ = 𝜺√

𝑤
The weight matrix is:

𝑊 =

(
((
((
((

1
𝑦(𝒙1)2

⋱
1

𝑦(𝒙ℓ)2
)
))
))
))

and
𝒚′ =

√
𝑊𝒚, 𝒙′ =

√
𝑊𝒙, 𝜺′ =

√
𝑊𝜺

Now, the model can be formulated as a ho-
moscedastic least squares problem:

𝒚′ = 𝑋′𝜷 + 𝜺′, 𝔻[𝜀′(𝒙)] = 𝜎2

 The Weighted Least Squares (WLS) method extends ordinary least squares by incorpo-
rating observation-specific weights. The basic model structure remains similar to OLS:

𝑦(𝒙) = 𝒙𝖳 𝜷 + 𝜀(𝒙) (1)

where 𝒙 is the vector of features, 𝜷 is the vector of parameters, 𝑦(𝒙) is the target variable,
and 𝜀(𝒙) is the error term.

✴ Each observation 𝒙 has associated weights 𝑤(𝒙) that reflect the importance of that par-
ticular observation.

✴ This method minimizes the weighted sum of squared residuals:

RSS = ∑
𝒙∈𝑋ℓ

𝑤(𝒙) ⋅ (𝑦(𝒙) − 𝑦(𝒙))2 → min
𝜷

. (2)

✴ The solution to this minimization problem is given by:

𝜷∗ = (𝑋𝖳 𝑊𝑋)−1𝑋𝖳 𝑊⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑋+

𝑊

𝒚, (3)

where 𝑊  is the diagonal matrix of weights, and 𝑋+
𝑊  is the weighted pseudo-inverse.

Weight matrix: For a weighted

RSS = ∑
𝒙∈𝑋ℓ

𝑤(𝒙) ⋅ (𝑦(𝒙) − 𝑦(𝒙))2 (4)

let’s introduce the weight matrix:

𝑊 := diag(𝑤(𝒙1), …, 𝑤(𝒙ℓ)) =
(
((
(𝑤(𝒙1)

⋱
𝑤(𝒙ℓ))

))
) (5)

Matrix form:

Quadratic form: is a function of the
form:

𝑄(𝑥1, …, 𝑥𝑛) = ∑
𝑛

𝑖=1
∑

𝑛

𝑗=1
𝑎𝑖,𝑗𝑥𝑖𝑥𝑗.

Coefficients 𝑎𝑖,𝑗 can be arranged in a sym-
metric matrix 𝐴, and the quadratic form
can be written in matrix form as:

𝑄(𝒙) = 𝒙𝑇 𝐴𝒙.

 Thus, we can rewrite the RSS in matrix form as a quadratic form:

RSS = (𝒚 − 𝑋𝜷)𝖳 𝑊(𝒚 − 𝑋𝜷). (6)

Back to standard LS: The weighted LS problem can be easily reformulated as a standard LS
problem by replacing the original variables with transformed ones:

𝒚′ ≔ 𝑊 1
2 𝒚, 𝑋′ ≔ 𝑊 1

2 𝑋, 𝜺′ ≔ 𝑊 1
2 𝜺 (7)

Substituting these transformations into the original model, we get:

𝒚′ = 𝑋′𝜷 + 𝜺′ (8)

Analytical solution: Now, let’s solve for 𝜷 in the transformed model. Since 𝑊  and 𝑊 {1
2} are

diagonal matrices, transposing them results in the same matrix:

𝜷∗ = 𝑋′+𝒚′ = (𝑋′𝖳 𝑋′)−1𝑋′𝖳 𝒚′ (9)

Expanding the expressions:

𝜷∗ = ((𝑊 1
2 𝑋)

𝑇
𝑊 1

2 𝑋)
−1

(𝑊 1
2 𝑋)

𝖳 
𝑊 1

2 𝒚

= (𝑋𝖳 𝑊𝑋)−1𝑋𝖳 𝑊𝒚
(10)

Therefore, the solution is:

𝜷∗ = (𝑋𝖳 𝑊𝑋)−1𝑋𝖳 𝑊⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑋+

𝑊

𝒚 (11)
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